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Statistical Gene Set Enrichment Analysis (GSEA) 

●Sijia Huo

§ Rank genes based on fold change values, calculate enrichment score for each
functional terms, then conduct hypothesis (permutation) test and adjust for
multiple hypothesis testing.

Gene Set Enrichment Analysis| GSEA algorithm
https://www.youtube.com/watch?v=Tm0LhciYxk8



Over-Representation Analysis (ORA)

§ Determine whether a priori defined gene sets (functional group) are more present 
(over-represented) in a subset of “interesting” genes compared to the background
gene lists. Use Fisher’s exact test (Hypergeometric test).

Gene Set Enrichment Analysis (+ R tutorial)
https://www.youtube.com/watch?v=B7F7a9NcGS0



SPINDOCTOR

q Both GSEA and ORA make use of	knowledge	bases	(KBs)	that	have	two	components:
(1)	an	ontology,	which	provides	a	hierarchical	logical	organization	of	gene	function	
descriptors;	and	(2)	gene	annotations,	which	associate	genes	with	these	descriptors.	

q One of the leading system is Gene Ontology (GO)

q SPINDOCTOR investigate	the	ability	of	GPTs	to	interpret	lists	of	genes,	such	as	those	
yielded	by	gene	expression	experiments	and	GWAS. It reframe	the	task	from	a
statistical	enrichment one	to	a	text	summarization	one.

q SPINDOCTOR	take	as	input	a	gene	set	and	producing	as	output	(1)	a	list	of	ontology	
terms from GO,	analogous	to	enriched	terms	in	an	over-representation	analysis;	and	
(2)	a	narrative	summary	that	weaves	together	the	different	functions.	



SPINDOCTOR – Prompt Example



SPINDOCTOR – Interface



SPINDOCTOR – Summarization Approaches 

q SPINDOCTOR generates	a	structured	prompt from the input gene list,	
containing	textual	summaries	of	genes	from	a	list	of	sources (RefSeq, AGR,
Automated Gene Description…)

q SPINDOCTOR is intended for fine-tune LLMs such as GPT-3.5	models	and	
successors	(e.g.	text-davinci-003,	gpt-3.5-turbo,	and	gpt-4).	



SPINDOCTOR – Summarization Approaches 

q No Synopsis: Original GPT training Corpus

q Narrative Synopsis: Narrative Gene Description from RefSeq

q Ontological Synopsis (automated gene description): derived	from	curated	ontological	GO	
annotations;	here	“automated”	refers	to	the	ontology-to-text	process.



SPINDOCTOR – Pipeline

OAK: Python Library, Ontology 
Access Kit, for id normalization
HGNC: for human genes



SPINDOCTOR – Other Details & Implementation

q SPINDOCTOR truncates the	length	of	each	gene	description	proportional	to	total	number	
of	tokens	relative	to	maximum	token	length	(currently	4k	for	GPT-3.x	models,	and	8k	or	
32k	for	GPT-4) from the end of the string, assuming text	at	the	beginning	is	more	
informative. Record	this information loss	as	the	truncation	factor	(TF), with 1 as no
truncation and 0 as nothing left.

q SPINDOCTOR uses default configuration with the lowest temperature (max determinism)

q SPINDOCTOR explicitly	avoids	asking	for	GO	identifiers	but only GO terms to avoid GPT-
3.5	models	hallucinating	“likely	seeming”	numeric	identifiers.	

q Both	a	command	line	interface	and	a	web	application	interface is provided.	The	web	
application	interface	makes	use	of	the	streamlit	framework,	and	currently	must	be	
executed	locally.	



Evaluation: Data

q Datasets: 70	human	gene	sets	for	evaluation,	from	multiple	sources (e.g., MSigDB,
GeneWeaver).

q Data Preparation: For	each	gene	set,	we	generated	an	additional	perturbed	gene	
set	simulating	noise,	where	we	dropped	out	10%	of	genes	and	inserted	random	
genes	as	replacements.	

q Gold Standard: For each gene set, conduct standard	gene	set	enrichment	
implemented	in	OAK,	using	hypergeometric	tests	and	Bonferroni	correction.



Evaluation: Metrics

Proportion of significant terms How many GO terms returned by GPT are significant
(p<0.05) in gold standard.

Has top term? Are top GO terms in gold standard returned by GPT?

Number of GO terms in results Measures number of terms from the prompt completion 
that could be grounded using the current GO vocabulary.
(how “concise” the method is?)

Number of unannotated terms GO terms that are neither directly nor indirectly used to 
annotate any of the genes in the gene set. 
(hallucination or may potentially reflect true gene function 
under-annotation)

Number of unparsed terms The number of terms returned in the enrichment list that 
cannot be parsed (grounded) to a GO term identifier.



Results

q Newer	turbo	model	outperformed	davinci.
q Model	typically	failed	to	return	the	top	(most	significant)	term.
q Qualitative	assessment	of	GPT	summary: biologically	plausible are	often	arbitrary	and	

miss	key	terms	that	are	often	more	informative.	
q Sometimes the term returned by the GPT essentially	means	the	same	thing	as the GO

terms expected but can not be grounded.



Results: TF = 1

q For	smaller	gene	sets with no input truncation, ontology-based	synopses	perform	best.
q For	the	full	range	of	gene	sets,	ranging	in	size	up	to	200	genes,	the	best	approach	is with

no synopsis relying	on	the	model's	latent	KB.
q Ontological	synopses	always yielded	a	low	level	of	unannotated	GO	terms: avoiding	

hallucination	or being to conservative.	



Results: Stability of LLM (Ontology Terms)

q Measure	the	Jaccard	similarity	of	the	term	sets	of	each	run.

q There is a very low level of consistency	across	runs,	with	the	most	consistent	being	
turbo	with	ontological	synopses.



Results: Stability of LLM (Narrative Summaries)

q Calculate	the	cosine	similarity	of	text	embeddings	of	descriptions	using	the	OpenAI	text-
embedding-ada-002	model.	

q Overall	summaries	generally	varied	quite	widely,	with	turbo	varying	less	widely	than	davinci.	



Results: GPT4

q GPT-4	did	not	deliver	major	gains	over	the	smaller	turbo	model.



Results: Hallucinations

q Aggregate	all	unannotated	terms	for	all	GPT	results (these represent	potential	
hallucinations). Then validate	whether	each	term	was	descriptive	for	any	gene	in	that	
gene	set.

q Unable	to	detect	any	true	hallucinations.

q Some	summaries	include	reports	of	p-values (though not specifically asked for) that are
fabricated (“sandbag” a researcher).



Results: Gene Symbols or In-Context Info

q To	test	whether	the	model	was	relying	on	gene	symbols	and	its	own	latent	KB	of	those	
genes,	rather	than	the	in-context	information provided, swap	out	each	gene	description	
for	a	random	gene	description.

q The model	uses	the	descriptions,	and	summarized	these,	ignoring	the	gene	symbols.	



Discussion: Limitations & Future Work

q Due	to	constraints	on	the	number	of	tokens	in	a	single	prompt, may not be feasible to
provide background genes.	

q Hard to derive statistics to quantify the results.

q Results are highly non-deterministic.

q Inputs	are	unordered	gene	sets,	not	ranked	lists (Like GSEA).

q Do	not	make	use	of	the	conversational	abilities	of	LLMs. (In the future, the users may	be	
able	to	enter	a	dialog	to transparently	interact	with	multiple	different	biological	KBs.)

	 Language	models	are	not	a	shortcut	to	manual	curation.
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